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Abstract and (2) to boost coverage, we provide the transla-
tors with sense-specific translations of each open

In this paper we describe the creation of  ¢lass words to optionally include in their transla-
the Japanese SemCor EMBCOR) sense- tions.

tagged corpus of Japanese. The corpus
is a translation of the EnglishEMCOR,

with senses projected across from En-
glish. The final corpus consists of 14,169
sentences with 150,555 content words of
which 58,265 are sense tagged. The cor-
pus is one of the corpora used to pro-
vide sense frequency data for the Japanese
Wordnet.

Similarly to MuLTISEMCOR, our method takes
English SMCoOR and translates it into the tar-
get language. In addition to the immediate objec-
tive of deriving a sense-tagged corpus of Japanese
based on Japanese Wordnet, we also create a trilin-
gual (English—Italian—Japanese) sensebank, with
potential applications in other tasks such as trans-
lation. Because the Japanese (and Italian) texts are
translated, the sense distribution may not be truly
1 Introduction representative of native Japanese text. Ultimately,

we aim to supplement EMCoOR with other sense-
Wordnets have been shown to have utility acrossagged data, based on native Japanese text.
a broad range of applications, largely in combina-

i ith ¢ dat q ¢ Finally, in the same way that the English and
lon With sense frequency daia and sense- aggelgalian annotation revealed missing word senses
corpora. This paper describes Japanese Se

Tor their respective wordnets, we expect to find and

\(]:or (‘]$M\(/:VOR31’ atslenie-taggt]etlj c;)rggs tf)or tgecorrectsuch errors in the Japanese Wordnet, which
apanese Wordnet (Isahara et al., ), base Il be fed back to the developers.

translation of the EnglishSuCoRr and sense pro-
jection. In the next section we give a brief description of

In order to produce annotated text quickly andthe base resources used in the creation &S
cheaply, we adopt the method @hnotation CoR. Next, we describe the creation, size and dis-
transfer pioneered in the Italian MLTISEMCoRr  tribution of J&EmMCOR (§3). Finally, we discuss
(Bentivogli and Pianta, 2005). In this approach,future work ¢4) and then conclude.

a sense-tagged text in one language is translated
into the language in question, and the sense an-
notations from the original corpus are projected
onto the new language. The sense projection is
based on a wordnet in the target language whicR.1 The English Wordnet

is aligned with the wordnet that was used to sense

tag the source language text. Bentivogli and Piantdhe wordnet used both to tag the EnglisEng
(2005) found that annotation transfer led to sens€oR corpus §2.3) and as the backbone of the
tagging with a precision of 86% and coverage oflJapanese wordnejd.2) is the Princeton WordNet
81% (that is 19% of open class words still neededf English (Fellbaum, 1998). E31COR is tagged

to be annotated), at less cost than annotating frowith tags from version 1.6 and the Japanese word-
scratch. The main differences in our case are: (1het aligns with version 3.0. PWN has a rich struc-
the target language (Japanese) is linguistically furture of semantic relations, but we are only using it
ther removed from the source language (English)as a source of sense inventories in this task.

Resources



2.2 TheJapanese Wordnet MuLTISEMCOR is an English/ltalian parallel

The Japanese Wordnet is a large scale, freely avaiEorpus creat_e d by t_ranslatlng the E.ng“SENS
OR corpus into Italian. Texts are aligned at the

able, semantic dictionary of Japanese. The Na- .
. . ) . sentence and word level, and annotated with part
tional Institute of Information and Communica-

tions Technology (NICT) started developing theOf speech, lemma _and word Sense (PWN .1'6)'
. . MuLTISEMCOR version 1.1 contains 116 English

Japanese Wordnet in 2006, as part of its sup-

port for Natural Language Processing researcﬁeth' 14,144 sentences and 261,283 tokens, of

hich 119,802 tokens are annotated with senses.

in Japan. The first version (0.9) was release . . . . )
b 0.9) hese are aligned with their corresponding Italian

in F 2009. In the initial ph : : .
Squisglrgr?g Wg?eg a d(r;etd ?olr;l;r?serisasfetﬁsplfr ?r?:g_ranslatlons. In this paper we only use the English
xts, which are freely availabfe. The MuLTI-

ton WordNet. These have been expanded ang
. EMCOR team reports tag errors for around 2.5%
corrected in subsequent releases. The current re-

lease is version 1.1. It contains 57,238 synsetOf the English_ope_n—class_ tokens in the English

(concepts), 93,834 unique Japanese words an MCOR (Bentivogli and Pianta, 2005).

158,058 senses (syn;gt—word pairs). All synsets Japanese SemCor

have Japanese definitions, and over 45,000 also

have examples. The initial data for the translation was created by
We give an example of an entry in Figure 1. taking the English SMCOR data and ma_pping the
From the beginning, the Japanese Wordnef€NS€S to version 3.0 using the mappings created

project planned to tag text in order to verify its by Daude et al. (2003). These senses were then

coverage and get distribution information (IsaharaS€d t0 100k up synsets in the Japanese Wordnet

et al., 2008), but no tagged text has been releasdd P€ Presented to the translators.
so far. 3.1 Creation

23 SemCor and MultiSemCor Similar to MULTISEMCOR, sense .annotation in
JSEMCOR was set up as a translation task, where
The English @MCoR corpus is a sense-tagged translators were provided with aEBCoR sen-
corpus of English created at Princeton Universitytence in English and asked to generate a Japanese
by the WordNet Project research team (Landesranslation using the interface depicted in Figure 2.
et al, 1998). It was created very early in theFor each sense-indexed word in the originahvs
WordNet project, and was one of the first senseCor data, we provided translators with a list of
tagged corpora produced for any language. Thall words contained in the corresponding Japanese
corpus consists of a subset of the Brown CorpugVordnet synset. Clicking on one of these words
(Francis and Kucera, 1979), and has been part-oboth appended that lemma to the translation, and

speech tagged and sense tagged. We use the sicorded clickthrough data for the word, which
set of EMCOR which was translated into Italian

oo : The Italian text ilable free f h
as part of MULTISEMCOR 1.1 (Bentivogli and Pi- ° nauan (&S are avanapie [ree for  researc

from the Istituto Trentino Di Cultura (ITChttp://

anta, 2005). mul tisencor.itc.it.
[Synset 02076196-n ]
Synonyms ja L, TG ani mal / seal . pn
ynony en seal dlal
Def (en) “any of numerous marine mammals that come on shdseeted; chiefly of cold regiong”
Def (ja) [BIED 7201 IS 10 5 g FEME FLENY o> 258 5 12 TSI
Hypernyms 73 774t H/pinniped
Hyponyms ? /crabeateiseal ? /earedsealiF}iE/earlessseal

Figure 1: Example Entry for Sed5']



Last 10 translations:

128) ELN_ A& L1=H~ " | (B Transhator history | Document view | All data
Hold - Unsure -

Brow Remove temptations .
FRERYEHHZ k.

English: Remove ¥ the child 0 from the scene . of his misbehavior ¥ .

B e & LRSS ST AT
Japanese:
Clear  Save
3 R AT 2
— BIXs LIS S 55 WA D C 5 LD DK MES, k75 s
: ) BRC HRYIRTS ERYTAH ERY XS HY) EIF2 BV (E59 Y (3T YD
RUG’)H% D9 TH )22 BT W50 Bosg H-oEn ) BoE
child:

scene:

misbhbehavior: El/

Comments:

Figure 2: Screen shot of the annotation interface, for theGoR sentencdRemove the child from the
scene of his misbehaviour

provided the basis for the ultimate sense tags invo shita“did something bad”, probably because
the translation. Translators also had the option tall of the translations ofisbehaviorsound more
leave a comment (e.g. if they wanted to note someeriminal than their English equivalents, making
thing about the translation lists, or the source Enthem inappropriate for child behaviour.
in;h), tq mark their lack of confidence in a trans- (1) a Removgthe child from the scerfeof
lation (via the “Unsure” checkbox), or to leave a his mi .
. . is misbehaviar.

translation to come back to (via the “Hold” check- _,
box). b. %\3‘{ Zko % [/.f:? Tﬁﬂil{

In the example in Figure 2, shown in (1), warul kqto wo shita kodomo
the translator has used the wordsftt kodomo bad  thing A?C d,one child
“child” and #1% geNbd‘scene”, but has not made = BT o BT
use of any of the translations feemoveor misbe- wo  genbakara hanasu.
havior in their final translation (as indicated both ACC scenefrom remove.
by the lack of a highlighted translation and the The final result for this sentence is that, of the
ticked checkboxes for the respective words). Theyour sense-tagged words in the original, two words
had the option of adding the new translatiorref  have their sense transferretf), one word could
moveto the synset, but did not use it here. The sinbe transferred if the new lemma were added to it
gle wordmisbehaviowas translated as the multi- (*), and one word gets translated into three, none
word expressiodii\y = & % L 7= warui-koto-  of which can be easily linked.



At the outset of the translation process, sen-  Corpus &MCOR JSEMCOR
tences were allocated to translators from a global ~ Sentences 12,842 14,169
sentencequeue, meaning that if two translators Words 261,283 382,762
were working in tandem, a given translator would Content Words 119,802 150,555
often not translate contiguous sentences from a
given document, potentially leading to lack of co-
herence in the translations. While translation co-
herence was not of primary interest, we switched e be faithful to the English sentence tokenisa-
across to allocating data fromdibcumentqueue tion (i.e. never translate multiple English sen-
about 20% of the way through the translation pro-  tences into a single Japanese translation), but
cess, in response to concerns over the resultant to translate into multiple sentences in cases
consistency in sense annotations within a given  where it improved readability (e.g. for partic-
document, and requests from the translators. As  ularly long or heavily embedded English sen-
part of this, we provided support for a “Document tences);
view”, to allow the translator to look over a doc-
ument in its entirety, including whatever progress e reorder the words where necessary to max-
had been made through the translation. We also  imise readability in Japanese (esp. for con-
gave translators the option of viewing the source  junctions of nouns or adjectives);

English and translation for the immediately pre-
ceding sentenceRemove temptationand %% 5%

% 4.9 Z & giwaku-o harau kotpresp., in Fig-
ure 2). They could also view their past 10 transla-
tions via the pulldown menu at the top-left of the
translation page.

Trgnsla?ors were instructed tq use_translatlon%.2 Statistics
provided in the list where possible, in order to
maximise sense tagging coverage, except whed® contrast to Bentivogli and Pianta (2005), we
this led to stilted Japanese (e.g. in translating aRave used manual rather than automatic word
English deictic pronoun literally, rather than us-alignment. However, the alignment requires some
ing a zero pronoun). The purpose of translaPost-processing before annotation transfer can oc-
tion lists and the need for the clickthrough dataCur- In this section, we look at various statistics of
was explained to the translators, although nonéhe alignment and annotation transfer process.
of the translators were computational linguists, so The word-alignment clickthrough data pro-
the significance of sense tagging and the resultinguced by our translators maps tokens EMEOR

sense-tagged corpus wasn't self-evident to thenf0 lemmas in Japanese Wordnet, within the context
Translators were also instructed to: of a translated sentence. In the following, we refer

o ~ to atranslated lemma in context asransation
e use formal “editorial” Japanese, e.g. usinglemma. Each translation lemma must be mapped

the Cd> % dearuform of the copular, unless onto the text of the translated sentence to complete
the text was clearly written in a colloquial or the word alignment.

Table 1: Corpus Size

e include discourse connectives where it im-
proved overall sentence and document read-
ability, irrespective of whether a correspond-
ing sentential adverb (or equivalent) was in-
cluded in the original English sentence.

other style; We perform this mapping automatically by first
tokenising the sentence with the morphological
analyser MeCab using the IPAdic lexicon and

possible, and failing this, to transliterate, [29S€t (Kudo et al., 2004) and using the part of
flagging the translation as “Hold” if unsure of speech and lemma information it provides. This
the pronunciation: acronyms were to be Ief,[results in 382,762 tokens overall and 148,249 open

asis, unless there was a well-known Japanes‘éIaSS tokens, giving averages of 27 and 10.5 per

rendering of the acronym (e.gMETI for i sentence respectl\{ely. o
P % tsusaNsh); The segmentation MeCab produces is fine

grained relative to both English and to the
e refrain from including alternative transla- Japanese Wordnet — in particular splitting com-
tions, e.g. in parentheses, in cases of doubt; pounds into their components — so we map trans-

e attempt to determine the canonical transla
tion/transliteration of proper names where



lation lemmas to sequences of tokens. We acare assigned a single sense. After taking into ac-
cept a sequence of tokens as a match for a Princeount translation lemmas which appear more than
ton WordNet lemma if all parts in the translation once — or not at all — in the target sentence,
match in their canonical word order, optionally al- 46,121 words receive tags from the annotation
lowing the final token to be in its lemmatised form, transfer.

which is a convenient heuristic for lemmatising Due to the granularity mismatch between

Japanese compounds. The numbers are SUMMgspgic and Japanese Wordnet, we take the ad-
rized in Table 1. ditional step of mapping Japanese Wordnet lem-

Of 61,827 translation lemmas available, 7,551,541 hortions of text without word-aligned trans-
are compounds with respect to IPAdic. Of the rest 54i0ns. The resulting compounds (or single to-

44,813 are single token and 9,463 are not foun(p@ns) do not receive a sense tag but are anno-

in the translation: the translation interface allowed, a4 with Japanese Wordnet lemma and part of
free editing of the translation text but did not allow speech. Where potential matches overlap, prece-
clickthrough word alignments to be undone. dence is given first to longer matches (e.tf,
Note that the resulting word alignment is NOt i ¢ iy beiko-kuseifu“Washington” is chosen
one-to-one: 1,734 translation lemmas come fro”bverB(FrT seifu“government”) and then to earlier
more than one source word, though only 190 cOme, 5iches (e.g.iT £} L kiNdaika “modernisation”
from more than one source lemma (and none fromy -hosen oveftd % ka-suru‘“to change” where
more than two). Conversely, 3,252 translationthey intersect in the out-of-vocabulaiy {% {3
lemmas match more than once in the translate% kiNdaika-suru“to modernise”). This process
sentence: Also, the alignment coverage is NOhrogyces an additional 61,495 unaligned words.
complete: 51,450 sense tagged tokensiMSOR e then include open class MeCab tokens which

have not been translated, and 90,525 open clagfe still not been assigned a Japanese Wordnet
tokens in the Japanese sentence translations hayg. 14 as an additional 34.329 words.

no translation lemma mapped to them. Part of

speech distributions for unaligned tokens in both Finally, there are 12,144 monosemous Japanese
languages are shown in Table 2. words (with only a single sense) which were not

After completion of the word alignment, we annotated in the translation process, either because

perform the annotation transfer. For a number of€NSe transfer fails or because the word is not
reasons, annotation transfer can result in zero di9n€d. Applying these single sense annotations

multiple senses being assigned to a Word-aligneﬁ’rings the total number of sense annotated words
translation: to 58,265.

e Due to rearrangement of senses between o
WordNet versions 1.6 and 3.0, somens 3-3 Distribution

CoR tokens are annoted with deleted senses
and others with more than one sense. We use the Kyoto Annotation Format (KAF) to

share the corpus (Bosma et al., 2009). This is

e We introduce additional variation in annota- an emerging standard for wordnet annotation. We
tion multiplicity with a many-to-many word only use the two lowest layers (text and term),
alignment. not including any higher levels such as depen-

) ) dencies or geodata. In order to make the data
e The presence in the translation data of user;..assiple, we will release it under the same li-

contributed word translations means that an..se as the EngliSiESICOR. JEMCOR is dis-

aligned word is not always in the transferredyy, 1oq with the Japanese Wordnet, available from
synset in Japanse Wordnet. In fact, this OCH¢ p: 1/ nl pwwv. ni ct . go. j p/ wn-j al .

curs 13,857 times, suggesting a large num- _ o
ber of potential new synset memberships for A sample KAF record is presented in Figure 3,
Japanese Wordnet. containing two words with Japanese Wordnet

senses % 1% gakko “school” and ;R % modoru
Therefore, of the 61,827 translation lemmas, 13%return”), IPAdic part-of-speech tags for all to-
are assigned more than one sense and 13,771 hawens, and file and sentence IDs which align with
none. The remaining 47,925 translation lemmagnglish SMCOR.



Part of Speech English Tokens Japanese Tokens

Verb 13,457 24,698
Noun 9,979 41,394
Adjective 10,337 2,794
Adverb 12,321 5,635

Table 2: Part of speech distribution for tokens without walignment

4 Discussion and Future Work two. A better approach may be to take advantage
Wi ble to t tor far f h thof the rich structure of the current wordnet and
€ were able 1o transfer far Tewer senses than thg;, ., alignment betweetiuransu “France” and

0 0 i -
MULfTI ?EMC?[E (f’ti/o VS 81 /?[)' Onfhrr:?#?r rea Frenchthrough the pertainym relatiofriench.a 1
sonforthisis that the missing terms that this annos ertains-toFrance.n_1). However, currently there

tation project has found have not yet been added t no easy way to linkuransu-go“Frenchn 1

the Japansse W?r:dng;[)./ Azdmt% them wil _ra!j]e ttheéLanguage)" withFrencha_ 1. Perhaps the proper
coverage by another 9. Anotherreasonis thal We, iion s to add additional pertainym links:

are currently overcounting untagged senses — if &rencha 1 pertains-toFrenchn 1 (language) and

word should be tagged as a multiword eXpreSSiorlErencha_l pertains-toFrench.n_2 (people). Note

we cour_wt is once as the MWE and once for eadfhat similar differences exist, of course, between
of the single terms. However, the greatest reaso&nglish and Italian, but they occur far less of-

'S the fuqdamental differences betvyeen Japanesgn gue to greater similarity between the two lan-
and English. There were three major causes th

made transfer impossible. The first is that in man _
cases a word-for-word translation is unnatural — Ve have arich source of new senses suggested

either there is a lexical gap in Japanese so that tH the translators (13,857 cases) that can be used
English term does not have any translation, or thd® €xtend the cover of the Japanese Wordnet. For
direct translation has a different connotation. ~ €X@mple, in Figure 2removeis translated agf

A major cause of lexical gaps is part-of-speech? hanasu even though this word was not one
mismatches. For example, the English Wordnef! the synonyms for that synset in the Japanese

has these three entries ferench? Frenchn.1 Wordnet. A preliminary investigation of these
“a native or inhabitant of France™ Erench? found that, inall cases, something had to be added

“the Romance language spoken in France” ande the wordnet, and in 60% of the cases the sug-
Frencha 1l “of or pertaining to France or the gested translation could be used as is. The remain-

people of France”. In Japanese, the first twdnd cases fall into three groups (similar to those
are productive multiword expressiorfsransu- discussed above): loose translations which do not

jiN “France person” anéuransu-go“France lan- really refer to the same synset; Japanese tokens

guage” and the third is made by adding the postpo‘-’VhiCh should be part of a larger multiword ex-

sition no “of” to either of these or just to France: Pression; and translations which change the part
furansu-jiN-no“French (person) lit: France per- of speec_h. In addltlonZ we found some errors in
son of”, furansu-go-no“French (language) lit: the English sense tagging.

France language of” anduransu-no “French In future work, we intend to investigate tech-
(other) lit: France of”. Because these post-niques for efficiently correcting any remaining er-
positional phrases are completely compositionalrors in the corpus. As much as possible, we would
it seems redundant to list them in the Japaneskke to fix errors in both English and Japanese,
Wordnet. In addition, to align accurately, we so that we can start to carry out quantitative con-
would have to either separate the current adjectivérastive semantic analysis.

synset into three senses: “of or pertaining to the \we would also like to investigate how ambigui-
language of France”; “of or pertaining to the peo-ties are distributed across different languages. For
ple of France” and “of or pertaining to the France” example, 5 ha “tooth” is used for human teeth
possibly with the third as the hypernym of the firstand cogwheel teeth in English, Japanese and Ital-
Wthere are two more which are not relevant toian: all three languages share the same ambiguity.
this discussion. In general, we expect to find less ambiguity shared

uages.



<?xm version="1.0" encodi ng="utf8"?>
<KAF | ang="j pn">
<kaf Header >
<fileDesc fil ename="br-k01"/>
<l i ngui sticProcessors | ayer="text">
<l p tinestanp="2011-09-23T11: 45: 18" versi on="0.98" nane="MeCab"/>
</linguisticProcessors>
</ kaf Header >

<t ext >
<wf wid="wl.1l.1" sent="1" para="1">2A3 v T 1</ W >
<wf wid="wl.1l. 2" sent="1" para="1">|3I</ wf>
<wf wid="wl.1.3" sent="1" para="1">3Fi</ W >
<wf wid="wl.1.4" sent="1" para="1">|2</wf >
<wf wid="wl.1.5" sent="1" para="1">FE5</ wf>
<wf wid="wl.1l.6" sent="1" para="1">%H-></ W >
<wf wid="wl.1l. 7" sent="1" para="1">/=</wf>
<wf wid="wl.1.8" sent="1" para="1">, </wf>
</text>
<terns>
<termtid="t1l.1.1" lema=" A2 v 75 4" type="open" pos="N. %ii. —f&%">
<span>
<target id="wl.1.1"/>
</ span>
<conponent lemma=" 22 v 5 1" id="cl.1.1" pos="N. &il. —#&"/>
</ternp
<termtid="t1.1.3" | enma="27f%" type="open" pos="N. n">
<span>
<target id="wl.1.3"/>
</ span>

<conponent | emma="2f%" id="cl.1.3" pos="N. &l —#%"/>
<ext er nal Ref er ences>

<ext ernal Ref resource="Wordnet jpn 1.1" reference="jpn-11-2=%-n"/>
</ ext er nal Ref erences>

</ternp
<termtid="t1.1.5" lenmma="FKE %" type="open" pos="V.v">
<span>
<target id="wl.1l.5"/>
</ span>

<conponent |emma="FKE %" id="cl.1.5" pos="V. #f&l. Hi"/>
<ext er nal Ref erences>
<ext ernal Ref resource="Wordnet jpn 1.1" reference="jpn-11-R2%-v"/>
</ ext er nal Ref er ences>
</ternmpr
</terms>
</ KAF>

Figure 3: Sample KAF record fon. 2 v 7 1 13 =% IC RS % » 7= . Scotty ha gakk ni
modora nakat ta,.the Japanese translation of English senteSuamty did not go back to school
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